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ABSTRACT 

 
Inverse halftoning is the process to retrieve a (gray) con-
tinuous-tone image from a halftone. Recently, machine-
learning-based inverse halftoning techniques have been 
proposed. Decision-tree learning has been applied with 
success to various machine-learning applications for quite 
some time. In this paper, we propose to use decision-tree 
learning to solve the inverse halftoning problem. This al-
lows us to reuse a number of algorithms already devel-
oped. Especially, the maximization of entropy gain is a 
powerful idea that makes the learning algorithm to auto-
matically select the ideal window as the decision-tree is 
constructed. The new technique has generated gray images 
with PSNR numbers, which are several dB above those 
previously reported in the literature. Moreover, it pos-
sesses very fast implementation, lending itself useful for 
real time applications. 
 
 

1. INTRODUCTION 
 
Most ink-jet and laser printers can print only tiny black 
dots in paper. Thus, any continuous-tone image has to be 
first converted into a binary image before the printing ac-
tually takes place. Halftoning simulates gray shades by 
scattering appropriately black and white pixels. Popular 
halftoning techniques are error diffusion, ordered dithering 
and blue noise masks [1],[2]. 

Halftone images can be either orthographic (perfect 
digital binary data before printing) or scanned. The later is 
typically a gray picture of a printed halftone.  

Inverse halftoning (IH) or descreening is the process of 
retrieving a (gray) contone image from a halftone. Since 
halftoning is a many-to-one process, there is no unique 
contone image for a given halftone image. Hence, extra 
image properties have to be used in IH. The simplest IH 
method is to use a simple low-pass filter. Even though it 
would produce gray levels, it will also tend to blur edges 
and to destroy fine details. Many different methods were 
reported to improve descreening. See [3] for further dis-
cussion. 

Mese and Vaidyanathan have recently proposed a ma-
chine-learning-based approach for inverse halftoning or-
thographic halftone images. They first proposed an algo-
rithm that uses look-up-table (LUT) [4] and another that 
uses a tree structure [5]. In both methods, there is a train-

ing phase where sample images are used to construct the 
data structure.  

Machine-learning has been used in various image-
processing applications. In particular, one can use it to 
increase the resolution of halftone images using LUT [6] 
and a decision-tree (DT) [7]. These techniques can be 
straightforwardly adapted for the IH problem. 

In [5], an “ad hoc” tree-structured machine-learning 
algorithm was employed. We, however, in this paper, pro-
pose to use a theoretic and algorithmic framework based 
on DT-learning towards IH. More specifically, we use a 
version of DT-learning called ID3. This approach presents 
advantages over [5]. The reason for this is twofold. First, 
in [5], the user has to carefully select the template (i.e., the 
window). They even present an algorithm to select a 
“good” window [4]. DT-learning exempts the user from 
explicitly choosing a window, because it will automati-
cally use only those attributes (peepholes or pixels) that 
are most necessary to decide the output contone color. 
While they have used windows with at most 19 peepholes 
(which may be too small for many IH problems), using 
DT-learning, we opt for a much larger initial window (for 
example 8×8=64 pixels).  The learning algorithm itself 
will automatically use only the appropriate peepholes in 
the appropriate order. The choice of peepholes is based on 
the maximization of the expected reduction in entropy and 
this policy has shown to produce short trees and good gen-
eralizations [8],[9]. Furthermore, they use an unorthodox 
(however interesting) data structure that combines a LUT 
and a binary tree. Although there is nothing wrong with 
this approach, the original decision-tree is clearly more 
elegant, and presents the equivalent computational per-
formance.  

We believe [5] to possess state-of-the-art performance 
and our algorithm to be a natural next-step improvement, 
since we can obtain images with PSNR that seem to be 
around 4 dB superior to those reported there. Programs 
and images used in this paper can be downloaded from: 

http://www.lps.usp.br/~hae/software/invhalf 
 

2. THE INVERSE HALFTONING PROBLEM 
 
Binary and grayscale images are respectively defined as 
functions }1,0{: 2 →!xQ  and ]255...0[: 2 →!yQ . The 
support of an image is a finite subset of !2 where the im-
age is actually defined.  



A binary to grayscale windowed operator Ψ is a func-
tion that maps a binary image Qx into a grayscale image 
Qy, defined via a set of w points called window 

},,{ 1 wWWW != , 2!∈iW , and a characteristic function 

]255...0[}1,0{: →ψ w  as follows: 

))(,),(())(()( 1 pWQpWQpQpQ w ++ψ=Ψ= xxxy ! , 

where 2!∈p . Each element Wi of window is called a 
peephole or a feature. 

Let images Ax, Ay, Qx and Qy be, respectively, the 
training input-image, the training output-image, the image 
to be inverse halftoned and the (supposedly unknown) 
ideal output image. We can suppose that there is only one 
pair of training images (Ax and Ay). If there are more pairs, 
they can be “glued” together to form a single pair. 

Let us denote the content in Ax of the window W 
shifted to 2!∈p  as x

pa  and call it the training instance or 
the sample input-pattern at pixel p: 

( ) w
wp pWApWApWAa }1,0{)(,),(),( 21 ∈+++= xxxx ! . 

Each pattern x
pa  is associated with an output-color 

]255...0[)( ∈pAy . Let us denote the data obtained when 
all pixels of Ax and Ay are scanned by 

{ }))(,(,)),(,( 11 mpp pAapAaa
m

yxyx !=  
and call it the sample set or the training set (m is the 
amount of pixels of images Ax and Ay). Let us similarly 
construct the test set 

{ }))(,(,)),(,( 11 npp pQqpQqq
n

yxyx !=  

from Qx and Qy (n is the quantity of pixels of Qx and Qy). 
Each x

ipq  is called a query-pattern or an instance to-be-

processed and the output ]255...0[)( ∈ipQy  is called the 
ideal output-color. 

In IH-problem, the learning algorithm A constructs an 
operator Ψ̂  based on Ax and Ay such that, when Ψ̂  is ap-
plied to Qx, the resulting processed-image )(ˆˆ xy QQ Ψ=  is 
expected to be similar to the ideal output-image Qy. 

To describe more precisely this process, let us define a 
loss (error) function l that will be used to measure the dif-
ference between the ideal and processed outputs. Restating 
the IH problem, the learner A should construct a 
characteristic function or hypothesis ψ̂  based on the 
sample set a such that, when ψ̂  is applied to a query-

pattern x
ipq  yielding the output-color )(ˆ)(ˆ xy

ipi qpQ ψ= , 

the loss ( ))(ˆ),( ii pQpQl yy  have to be low with high prob-
ability.   

3. DECISION-TREE LEARNING 
 
There are many learning techniques that can be used to 
achieve the above goal. However, to be really useful, the 
technique has to present the following properties: 

1. It must generalize beyond the training set. That is, it 
must output values with little loss not only for pat-
terns from the training set but also for other (unseen) 
patterns as well. 

2. It must have a fast implementation. 
3. The memory space needed must be moderate. 
4. The training phase must not take excessively long, 

although some delay can be tolerable. 
Fortunately, DT-learning fulfills all these requirements. 
There are many versions of DT-learning. In this paper, we 
will use the ID3 algorithm [8],[9]. 

In the DT generating process, the input-pattern space 
{0,1}w is split into two halves, and all sample input-
patterns with black color in the splitting attribute Ws will 
belong to one half-space and those with white color to 
another. The dimension of the half-spaces so obtained is 
one less than that of the original space, that is, {0,1}w-1. 
For each one of the two half-spaces obtained, the splitting 
process continues recursively, generating smaller and 
smaller spaces. In each splitting, an internal node is cre-
ated and the splitting attribute s is stored in it. This process 
stops when each space contains either only samples with 
the same output-color or only samples with the same input 
pattern but with two or more different output colors. In the 
first case, a terminal node is created and the output color is 
stored in it. The second case is called a conflict. In this 
case, a terminal node is created, but the average of output-
values is evaluated and stored (if the square loss or PSNR 
is to be minimized). The averaging must be replaced by 
median if the absolute loss is to be minimized. 

If there is no conflict (or noise), the above algorithm 
should perfectly classify the training set. However, ma-
chine-learning researchers have observed that this strategy 
can lead to “overfitting”. We say that a hypothesis overfits 
the training examples if some other hypothesis that fits the 
training examples more poorly nevertheless performs bet-
ter over the entire distribution of instances. In the litera-
ture, there are a few sophisticated strategies to avoid over-
fitting. However, using them, the training phase may take 
too long. Thus, we use the following simplifying strategy: 
the average (or median) is computed whenever there are k 
or fewer samples in a pattern subspace. When k = 1, we 
have the original algorithm. We will denote this strategy as 
k-ID3, for example, 1-ID3 or 10-ID3. 

The central choice in the ID3 algorithm is to select 
which attribute will be used to split the input pattern space 
at each node of the tree. Different choices for splitting the 
axis will generate different DTs. Given a choice between 
two DTs, it is widely accepted that the simpler (shorter) 
one is to be preferred. This choice is known as “Occam’s 



Razor” and many studies point to its superiority, including 
our own experiences with the IH problem. One way to 
conform to “Occam’s Razor” is to generate all possible 
DTs and to select the simplest of them. Clearly, this ap-
proach is impractical because would take too long to com-
pute.  

The ID3 algorithm uses the following criterion that 
closely follows “Occam’s Razor”. It consists on placing 
high information gain attributes close to the root. Let us 
define the entropy of a sample set a where each sample 
can take one of c different output values: 

∑
=

−≡
c

i
ii ppa

1
2log)Entropy(  

where pi is the proportion of examples in a belonging to 
the class i. For the IH problem, we discretized (quantized) 
256 possible output values into c = 16 categories: [0...15], 
[16...31], etc. This discretization is used only to compute 
the entropy. The precise output value is still stored in the 
DT leaves. The information gain, defined below, is the 
expected reduction in entropy caused by partitioning the 
examples according to the attribute s: 

∑
∈
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where av is the subset of a for which attribute s has value 
v. In each internal node, the learning algorithm chooses 
the attribute that maximizes the information gain. The DT-
learning algorithm that does not use the maximization of 
information gain will be called sequential, because it 
chooses peepholes sequentially in a pre-determined order. 

Once the decision-tree has been constructed, its appli-
cation is quite straightforward: given a query pattern x

pq , 
DT is traversed from top to bottom, until a terminal node 
is reached. The information contained in this leaf is then 
chosen as the output-value )(ˆ

ipQy . 
 

4. EXPERIMENTAL RESULTS 
 
The proposed technique has been implemented and tested. 
We used three pairs of 1050×1050 in-out images, glued 
together, for the training. We applied the resulting IH sys-
tem to three completely independent 1050×1050 images. 
We used an 8×8 window for all cases. The tests were re-
peated for four different types of halftones: 

1. Error diffusion (Floyd-Steinberg’s algorithm). 
2. Dispersed-dot ordered dithering (Bayer). 
3. Clustered-dot ordered dithering. 
4. Halftone provided by HP’s LaserJet driver for MS-

Windows, option “coarse dot.” 

 
(1a) Input sample Ax 

 
(1b) Output sample Ay 

 
(1c) To-be-processed Qx 

 
(1d) Ideal output Qy 

 
(1e) Sequential DT-learning 

 
(1f) Processed with 10-ID3 

Fig. 1: Decision-tree inverse halftoning error diffused 
images.  (a, b) Sample input Ax and sample output Ay 
(Mandrill). (c, d) Image to-be-inverse-halftoned Qx  and 
supposedly unknown ideal output-image Qy (Lena). (e) 
Inverse-halftoned image using sequential DT-learning 
(PSNR 26.75 dB). (f) Inverse-halftoned image using 10-
ID3 algorithm (PSNR 34.75 dB).  
 

Figure 1 depicts the application of the proposed tech-
nique to halftones obtained by error diffusion. Part of one 
of the training images is shown in Figs. 1(a) and 1(b). Part 
of one of the images to be inverse halftoned is depicted in 
figure 1(c) and the corresponding (supposedly unknown) 
ideal output in figure 1(d). Figures 1(e) and 1(f) are the 
inverse halftoned images obtained using sequential and 
10-ID3 algorithms, respectively. Their PSNRs are 26.75 
and 34.75 dB for Lena image. This demonstrates that the 
maximization of information gain plays an important role 
in improving the quality of our IH system. Applying IH to 
3 different test images (one of which was Lena), we can 
see that PSNR varies considerably as shown in Table 1. 
Image Lena seems to be “good” for inverse halftoning, 
probably because of its large smooth areas. 

Figure 2 depicts parts of halftone images obtained us-
ing different algorithms and their respective inverse half-
toned images. Their PSNR can be found in Table 1.  

In [5], the PSNR reported was 27.08 dB for the inverse 
halftoned error-diffused set of images. Our technique 
yields 31.85 dB for a set of images, which, although dif-
ferent, contains images with similar characteristics. Test-
ing only Lena image, [5] reports 30.95 dB while our tech-
nique yields 34.75 dB. For dispersed-dot and clustered-dot 



ordered dithering our method yields 30.22 dB and 28.95 
dB, respectively. To trace some comparison, the same 
numbers in [5] are 25.82 dB and 24.26 dB. This seems to 
point to a gain in excess of 4 dB compared to previously 
reported results. In order to certify that the results are not 
biased, 10-ID3 algorithm was tested again using 6 com-
pletely different 1280×960 images, three for the training 
and three for the test. The results are depicted in table 1, 
rows labeled  “3 images B.” 

The descreening phase takes only 5 seconds in Pen-
tium-1GHz, for a 1050×1050 test image. The training 
phase takes approximately 20 minutes for ID3 and 1 min-
ute for sequential DT-learning (using images with 
1050×3150 pixels). The DT structure occupies approxi-
mately 5 Mbytes. 

 
   10-ID3 1-ID3 Sequential 

3 images A 31.85 31.02 25.46 
Lena only 34.75 33.20 26.75 

Error 
Diffusion 

3 images B 32.98 - - 
3 images A 30.22 29.73 28.18 
Lena only 33.69 33.17 32.97 

Dispersed 
OD 

3 images B 31.46 - - 
3 images A 28.95 28.56 27.84 
Lena only 32.59 32.01 31.83 

Clustered 
OD 

3 images B 30.80 - - 
3 images 27.74 27.32 27.37 
Lena only 31.72 31.16 31.07 

HP laser 
coarse dot 

3 images B - - - 
Tab. 1: PSNR obtained using different DT-learning and 
halftone algorithms (in dB). “3 images A” refers to PSNR 
obtained testing IH-system in 3 different test images, one 
of which was Lena. “Lena only” refers to PSNR of Lena 
image. “3 images B” refers to PSNR obtained using a 
completely different set of images. 
 

5. CONCLUSIONS 
 
In this paper, we presented a new ortographic inverse half-
toning algorithm based on the decision-tree learning. The 
proposed technique has shown to yield high quality de-
screened images. 
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(2a) Dispersed-dot OD 

 
(2b) PSNR 33.69 dB 

 
(2c) Clustered-dot OD 

 
(2d) PSNR 32.59 dB 

 
(2e) HP LaserJet coarse dot 

 
(2f) PSNR 31.72 dB 

Fig. 2: Decision-tree inverse halftoning on different types 
of halftone images using 10-ID3 algorithm. (a, b) Bayer’s 
dispersed-dot ordered dithered image and respective in-
verse-halftoned image. (c, d) Clustered-dot ordered dith-
ered image. (e, f) Halftone image generated by HP Laser-
Jet driver for MS-Windows, using option “coarse dot”. 


