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An efficient structure for spline-based fractional delay filtering for interpolation/decimation is introduced. Inspired by the Newton structures for Lagrange interpolation, it requires less than half the number of operations of a typical Farrow implementation. Moreover, it displays better frequency response characteristics than Lagrange-based filters. To obtain this structure, a matrix form of the Farrow transfer function is put forward and used to derive state-space transformations between the Lagrange-Farrow structure and its Newton counterpart. These transformations are then applied to the spline polynomial giving rise to the efficient Newton-like spline filtering method.

Introduction: Fractional delay (FD) filtering is a technique to evaluate a discrete-time signal at arbitrary—possibly non-integer multiple of the sampling rate—delays. FD filters are at the heart of many digital signal processing solutions such as asynchronous sample rate conversion (ASRC) [1], timing recovery in all-digital receivers for software-defined radio [2], and wave field synthesis [3]. A thorough review of FD filtering and applications can be found in [4].

Many structures have been presented in the literature to implement different polynomial FD filters. One of the most celebrated is the Farrow structure that can be used to efficiently implement any polynomial response [5]. Many improvements and modifications of this structure are available, most notably the modified Farrow structure that exploits coefficient symmetry to reduce the number of multipliers. Further optimizations are possible by constraining the response to a single class of polynomials. For instance, when considering only Lagrange polynomials, the Newton structure from [6, 7, 8] is by far the least computationally expensive. Nevertheless, limitations in the frequency response of Lagrange FD filters entail the use of higher order polynomials to meet requirements, leading designers to use polynomials with better characteristics such as splines. For this reason, the structure developed in this work aims to combine the performance of spline FD filters with the reduced complexity of the Newton structure.

Before proceeding, note that any interpolation structures can be used for decimation (and vice-versa) by means of network transposition [8, 9]. All structures described in this paper are therefore suitable for both interpolation and decimation. Thus, due to space constraints and without loss of generality, only interpolation is discussed in the sequel.

The Farrow structure: The Farrow structure (Fig. 1a) was introduced in [5] as a general implementation for arbitrary polynomial FD filters. Its transfer function can be written as

\[ H(z, \mu) = \sum_{m=0}^{M} \left( \sum_{n=0}^{N} c_{m,n} z^{-n} \right) z^{-m}, \]

where \( M \) is the polynomial order and \( N \) is the subfilter order—usually, \( M = N \). The transfer function (1) is also parametrized by \( \mu \in [-1, 0) \), the intersample position, which controls the fractional delay of the filter as illustrated in Fig. 1b. In fact, one of the most important features of the Farrow structure is that it can implement variable delays. The \( \{ c_{m,n} \} \) are coefficients of the filters \( C_m(z) = \sum_{n=0}^{N} c_{m,n} z^{-n} \) (see Fig. 1a) that uniquely define the polynomial being implemented. For clarity, they are typically collected in a matrix \( C \) that can be evaluated for classical polynomials such as Lagrange and Hermite using techniques from [10].

The modified Farrow structure reduces complexity using instead of \( \mu \) the transformed value \( \tilde{\mu} = \frac{\mu}{\mu + 0.5} \in [-0.5, 0.5) \), taking advantage of the resulting symmetry in the \( C_m(z) \) coefficients [11] (note the symmetry in the rows of (3) further ahead). However, the modified Farrow structure still requires \( \mathcal{O}(M^2) \) multiplications for \( M = N \).

The Newton structure: The Newton structure (Fig. 2) introduced in [6] and refined in [7, 8] is based on Newton’s backward difference formula, an efficient algorithm for Lagrange polynomial interpolation. Of all optimized implementations of the Lagrange polynomial surveyed in [12], the Newton structure has the lowest complexity of only \( \mathcal{O}(M) \) operations. However, it is restricted to the Lagrange polynomial, so that the only way to improve its frequency response is by increasing the order \( M \), undermining the computational advantages and adding delay [8].

Farrow state-space transformations and the Newton structure: Since the Newton structure implements a Lagrange FD filter, it is clearly equivalent to a Farrow implementation of that same polynomial. However, the Newton structure has only been motivated so far as a direct implementation of Newton’s backward difference formula [6, 7, 8]. To formalize the relation between these two structures, this section shows how the Newton structure can be derived directly from a Farrow-Lagrange filter. The motivation is that the same steps might lead to efficient structures when applied to other polynomials in the Farrow structure. For the sake of clarity, the following derivations are carried with \( M = N = 3 \), although they are valid for arbitrary values.

First, express the Farrow transfer function (1) in matrix form as

\[ H_{\text{Farrow}}(z, \mu) = \mu^T C z, \] (2)

where \( \mu = [1, \mu, \mu^2, \mu^3]^T, z = [z^{-1}, z^{-2}, z^{-3}]^T \), and \( C \) is chosen to implement a Lagrange polynomial [11]:

\[ C_{\text{Lagrange}} = \begin{bmatrix} -3 & 27 & 27 & -3 \\ -2 & 54 & 54 & -2 \\ 12 & -12 & -12 & 12 \\ -8 & 24 & 24 & 8 \end{bmatrix}. \] (3)

Recall that \( \mu \in [-0.5, 0.5) \), and let \( \tilde{\mu} = \mu - 1.5 = \tilde{\mu} - 1 \). Then, the Newton structure in Fig. 2 can be written in the same form as (2), yielding

\[ H_{\text{Newton}}(z, \tilde{\mu}) = \tilde{\mu}^T \tilde{C} z, \] (4)

where \( \tilde{\mu} = [1, \tilde{\mu}, \tilde{\mu}^2, \tilde{\mu}^3]^T, \tilde{\mu}^2 = (\tilde{\mu} - 1) (\tilde{\mu} + 1), \tilde{\mu} \in [-2, -1) \); \( \tilde{C} \) is a diagonal matrix whose elements are \( 1, 1, -1, 1/2, -1/6 \); and \( z = [1, z^{-1}, z^{-2}, z^{-3}]^T \). To obtain (4) from (2), suffices to find two transformations \( T_\mu \) and \( T_z \) such that \( \tilde{\mu} = T_\mu \mu, \tilde{z} = T_z z, \tilde{C} = T_\mu^{-T} C T_z^{-1} \), with \( A^T = (A^T)^{-1} \), for invertible \( A \). Given these transformations, we would have

\[ H_{\text{Newton}}(z, \mu) = \mu^T C z = \mu^T (T_\mu^{-T} C T_z^{-1}) C (T_z z). \]

These transformations can be derived in three steps: (i) find \( T_\mu \); (ii) find \( T_z \); (iii) check that \( T_\mu \) and \( T_z \) indeed transform \( C \) into \( \tilde{C} \).

(i) The fractional delay transformation is derived in two parts. First, the fractional interval range is made identical among structures. Changes in the range of the intersample position are common and have been used, for instance, as a means to reduce complexity in the derivation of modified Farrow structures [11, 13]. Since \( \mu \in [-0.5, 0.5) \) and \( \tilde{\mu} \in [-2, -1) \), \( T_\mu \) is obtained from the relation \( \tilde{\mu} = \mu - 1.5 \) as

\[ \begin{bmatrix} 1 \\ \tilde{\mu} \\ \tilde{\mu}^2 \\ \tilde{\mu}^3 \end{bmatrix} = \frac{1}{8} \begin{bmatrix} 8 & 0 & 0 & 0 \\ -12 & 8 & 0 & 0 \\ 18 & -24 & 8 & 0 \\ -27 & 54 & -36 & 8 \end{bmatrix} \mu. \] (5)
As mentioned before, the main disadvantage of the Newton structure is that it can only implement the Lagrange polynomial, which has poor frequency response. It is well known that splines have better properties for signal processing applications and converge to the ideal interpolator as their order goes to infinity [14]. Indeed, Fig. 3 compares the frequency response of 3rd order Lagrange and spline interpolators. It shows the latter displays an extra 16dB of attenuation at the 0.875 · 2π normalized band edge, which corresponds to the worst-case image attenuation when interpolating a signal oversampled by 4. Spline polynomials can naturally be implemented using the Farrow structure by deriving $C$ in (2) similar to [15]:

$$C_{\text{spline}} = \begin{bmatrix} 1 & 2 & 3 & 3 & 1 \\ -6 & -30 & 30 & 6 \\ 12 & -12 & -12 & 12 \\ -8 & -4 & -24 & 8 \end{bmatrix}.$$  

The proposed structure is derived by applying the same transformations from the previous section to $C_{\text{spline}}$, yielding a Newton-like structure for spline interpolation. Explicitly,

$$T_{\mu}^{-T} C_{\text{spline}} T_{\mu}^{-1} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix} = C_{\text{LCN}}. \quad (9)$$

Notice that $C_{\text{LCN}}$ is quasi-diagonal and that its coefficients have trivial hardware implementations. The full structure is depicted in Fig. 4 and its computational complexity is compared in Table 1 to that of the modified Farrow (suitable for Lagrange and spline) and the Newton structure (Lagrange only). Only three additional adders are necessary to turn a 3rd order Lagrange-only Newton structure into a spline interpolation structure that is largely simpler than its Farrow counterpart.

**Table 1: Computational complexity**

<table>
<thead>
<tr>
<th>Method</th>
<th>Add</th>
<th>Mul</th>
<th>Add</th>
<th>Mul</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagrange</td>
<td>11</td>
<td>11</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Spline</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>4</td>
</tr>
</tbody>
</table>

**Conclusion:** A novel structure for spline interpolation/decimation was proposed. First, the Newton structure was derived using a series of transformations of the Farrow-Lagrange structure. These transformations were applied to the spline coefficient matrix yielding a novel Newton-like structure for spline interpolation. More general results using this matrix formulation as well as direct optimization of the coefficients in the new structure will be addressed in future works.
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