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ABSTRACT 
 
This paper discusses speech recognition systems 
(SRS) using speaker adaptation techniques. The most 
recent speech recognition systems use Hidden 
Markov Models (HMM). For such systems, the 
eigenvoices speaker adaptation technique presents 
the best performance among  other techniques usually 
suggested by researchers. This performance is due 
mainly to the limited amount of data necessary to 
perform speaker adaptation. In our experiments we 
have reached improvements of around 10% in 
speaker adaptation system compared with the 
corresponding independent speaker speech 
recognition system and just using a very small 
fraction of  speakers’ data. 
 

1 INTRODUCTION 
 
A speaker dependent speech recognition system (SD)  
presents best performance because all data available 
comes from just one speaker, usually the system user. 
However, it is necessary to util ize a large amount of 
data from this user, enough to provide a good 
recognition performance. At this point, whenever the 
vocabulary increases, the amount of data for training 
will i ncrease, becoming very diff icult to keep the 
system’s performance. The usual way to solve this 
problem is to train an independent speaker 
recognition system (SI) using data from several 
speakers. Nevertheless, the final performance is not 
very good  compared with  the dependent speaker 
system. 
 
The solution is the building of a speaker adaptive 
system [1], in which an independent speaker system 
(SI) is created. After that, using a speaker adaptation 
technique, the speech recognition system dynamically 
becomes a speaker dependent system (SD). 
 
An adaptation system (Figure 1) is not a full y trained 
speaker dependent  system, but a system with most of 

the knowledge taken from an SI system and specific set of 
information from the new user, extracted from the user’s 
adaptation data.  
 

 
Figure 1 – Speaker adaptation system retains general  and specific 

knowledge of speech  
 
The use of adaptive systems allows improvements in speech 
recognition performance at low cost. The main goal is to get 
a better performance from a small set of data and save a lot of 
computation time. 
 

2 SPEAKER ADAPTATION SYSTEM 
 
A speaker adaptation system (SAS) will try to modify an SI 
system, previously trained as a speaker dependent system - 
close to an ideal SD system, for a given new speaker and 
using just a small set of adaptation data[1]. 
 
The process whose adaptation data set is given a priori is 
usually called supervised adaptation. When the adaptation 
data set is unknown a priori, the process is called 
unsupervised adaptation. Furthermore, the adaptation process 
can be executed directly on the input signal, usually called 
spectral mapping adaptation [2], or on the HMM parameters 
which we call model mapping adaptation[3]. 
 
Finally, the adaptation process can be defined as offline [2] 
when it runs before the new user can utilize the SRS for the 



first time1, or online [2] when it runs together with the 
new speaker for the first time. 
 
2.1 Eigenvoices 
 
The eigenvoices technique [4] is based on an image 
processing technique [5], namely eigenfaces 
technique, usually applied as an image compression 
method. The main point is to reduce the dimension of 
data variables keeping the best data variation on those 
remaining parameters[6], because most of these 
parameters have a high correlation with each other.   
 
Westwood in [7] says: “The eigenvoices form a basis 
of a subspace of the acoustic model space, and are 
chosen to account for inter-speaker variabili ty.” . For a 
given set of parameters estimated from different SDs, 
the Principal Component Analysis (PCA) will define 
the linear directions along which most of the data 
variability lies. Such directions are called principal 
components or eigenvoices. 
 
2.1.1 Eigenspace estimation 
 
The first step in using eigenvoices is to build the 
eigenspace [8]. In order to do so, it is necessary to 
train T different SDs , using T different speakers2. 
Each SD has its parameters annexed. In this work, 
these parameters are the means of the Gaussian 
output distributions of the HMM, but we can also use 
the variances of the output distributions, transition 
matrices or other parameters. 
 
After that, these means from each  t of  SD model are 
copied in a vector called supervector with dimension 
D where  D is the total number of adaptation 
parameters.  
 
The next setp consists in the buildingof a very large 
matrix M, using all T supervectors, with dimensions 
(DxT) as follow: 
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where  )(tp   is the supervector  (Dx1) with all the t 
speaker parameters and t=1,2,...T.  

 
The eigenspace will be extracted from matrix M 
through Principal Component Analysis (PCA) [6] as 
we can see below:  
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1 In this case the speaker data set has been acquired before using 
the system as part of a pre-processing step. 
2 These T speakers are the base speakers of the system 

 
Where  E  is the eigenspace (eigenvoices space). Each line of  

E matrix ke , is given by: 
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where j is the state model and Dk ,...,2,1= . 

 
2.1.2 Number  of eigenvoices components  
 
In a SRS, usually a number D of components is necessary in 
order to reproduce the whole system variabili ty. However, 
almost the complete system variabil ity is reduced  in a small 
number of K components. In other words, the most of the 
system’s information is located in a small set of K principal 
components which can replace and represent the whole set of  
D components. Thus, the original data set, composed of T 
observations of  D components, will be reduced to a set of T 
observations of  K principal components [9]. The K should 
have a value smaller than T=rank(M),  with K<T<<D, and 
can be defined by many ways[9]. This work uses the percent 
cumulative variation as seen below: 
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where  dk  is the eigenvalue associated to eigenvector ek. 
 
This number is the ration of each eigenvalue (associated with 
each eigenvoice) to the sum of all  D eigenvalues of E. 
Usually K can be choose with the percent cumulative 
variation value around 80 to 90%.   

This new  eigenspace  E
~

is now given by: 
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where those last (D-K) eigenvoices will be ignored. 
 
2.2 Eigenvoices coefficients 
 
The adaptation parameters are given by:  
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where  kν  are the eigenvoices coefficients to be estimated 

[8]. 
 
 



2.2.1 Maximum likelihood Eigen-
Decomposition 

 
In order to estimate the eigenvoices components is 
necessary to maximize the likelihood of adaptation 

data given the HMM model λ̂  [10],  as seen from: 
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where  O is the observation set that is intended to be 
represented by the adaptation model, and  Ω is the set 
of HMM. This maximization is given by the 
maximum likelihood estimation decomposition 
(MLED) [8], using the maximum likelihood 
estimation algorithm (ML) [11] in order to calculate 
the Equation (6). 
 
The ML algorithm transforms the function  P(O|λ) in 
an auxil iary Baum function  )ˆ,( λλQ  maximizing this 

function in relation t λ̂ as follows [10]: 
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where  q=(q1,...,qT) is the  state sequence and Q is the 
set of all possible state sequences. According to [12] 
the development of expression (8) will be: 
 

)(1)(

1

)()(1)()( j
k

j
K

i

Tj
ii

t

j
tt

jTj
k

t

j
t e

�
eo

�
e −

=

− ∑∑∑ = νγγ

(9) 
 
where: 
 

to  is the observation vector  at a given time t;  
1)( −j�
is the inverse covariance matrix of state j;  

)( j
tγ  is state j occupation probabili ty in time t given 

the observation sequence O and HMM   λ. 
 

3 METHODOLOGY 
 
All tests in this work have been done by using an 
isolated speech recognition system with a 20-word 
vocabulary in English, from the well known TIMIT 
speech corpus [13]. Each word is a continuous 
distribution HMM with 6 states, and each state has 
one output Gaussian distribution with 12 MFCCs3 
and one frame energy coefficient. The system’s 
vocabulary is given in  Table 1:  
 

                                                 

3 Mel Frequency  Cepstral  Coefficients 

  
 
 
 
 
 

 
Table 1- system vocabulary 

 
 
The SI  system was trained by 20 speakers (7 women, 13 
men) achieving 84,33% correct recognition rate in a test set 
of 15 speakers (6 women, 9 men).  
 
3.1 Results 
 
The first test was the effect of eigenvoices subspace 
dimension, changing the number of eigenvoices components 
or,  in other words, changing  k (Figure 2). 
 

 
Figure 2- Recognition rate by varying eigenvoices number 

 
Figure 3 shows the percent cumulative variation. We would 
like to point out that the most percent cumulative variation is 
concentrated in the  first three eigenvoices. 
 

 
Figure 3 – Eigenvoices cumulative var iation  

 

she Suit year to  rag 

had greasy don’ t carry like 

your Wash ask an that 

dark Water me oily in 



Some tests have been done changing the number of 
speakers in the SI system. Figure 4 shows that the 
number of base speakers has no effect in improving 
marginal system performance. The marginal 
improvement provided by the adaptation is around  an 
additional 10%. 
 
 

 
Figure 4 – System independent and system adapted recognition 

rate for different Nos of  base speaker of  the SI model 
 
Table 2 shows correct recognition rate results, using 
one word as adaptation data.  
 

 
Table 2 – Eigenvoices adaptation  results, having one word as 

adaptation data, for 1st, 3rd and 6th eigenvoices 
 
The last test was carried out by changing the amount 
of adaptation data, as shown in Figure 5. This figure 
demonstrates that the amount of adaptation data has 
practically no effect in recognition performance. The 
recognition rate performance using one word as 
adaptation data  was 90%, against 91% recognition 
rate using all words as the adaptation data set. We can 
conclude that this method is specially indicated when 

just a very small amount of adaptation data is available.  
 

 
Figure 5 – Speaker adaptation system recognition rate with an 

increasing size adaptation data set, for fir st three eigenvoices component 
 

4 CONCLUSIONS 
 
It seems very clear that the dimension K of the eigenvoices 
plays a  main role in the system’s behavior, not only due to 
its influence in system performance, but also given the real 
advantage in the use of a small fraction of training data to 
perform speech recognition. In this sense we would like to 
point out that eigenspace dimension K should be just as small 
as the amount of data available to perform speaker 
adaptation. In the same way, if there is a large amount of 
adaptation data, K must be properly dimensioned to fit the 
size of the data set.  
 
It is understandable that the amount of information from the 
speaker is extracted from the adaptation data and there is a 
strong relation between this information (in an acoustic 
sense) and the K dimensions necessary to represent such 
information in the eigenspace. Accordingly, the first K 
eigenvoices are chosen from the HMM variabili ty4 and if we 
try to use a large K with reduced adaptation data, we would 
make a bad estimation about these new eigenvoices (or in 
other words these new dimensions) leading to incorrect 
parameter estimations. 
 
We would like to stress that using just 70% of the total 
amount of data the maximum performance was achieved. In 
most of eigenvoices adaptation system [4] [7] [2] the amount 
of training data came from 100 base speakers. In this work, 
we have used just 20 base speakers reaching maximum 
performance. 
 
We also would li ke to point out that this technique is 
specially indicated for small vocabulary5, because a large one 

                                                 

4 And these HMM will be trained from the available data. 
5 There is no system using around 1000 words reported in the literature until  
now. 



will demand a lot of training time6. For large 
vocabulary SRS, the  Maximum Likelihood Linear 
Regression technique (MLLR) is much more 
indicated.  As a future work we are considering the 
use of the eigenvoices technique with regression 
classes [15]. 
 
Also in the future, we plan to use the eigenvoices  in 
SRS with  acoustic units, like phonemes [16], 
improving  recognition performance. 
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