SPEAKER ADAPTATION USING EIGENVOICES TECHNIQUE
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ABSTRACT

This paper discuses eech reagnition systems
(SR9) using speaker adaptation techniques. The most
recat speed reogntion systems use Hidden
Markov Models (HMM). For such systems, the
eigenvoices Peake adaptation technique presents
the best performanceamong other techniques usually
suggested by researchers. This performance is due
mainly to the limited amount of data necessary to
perform speaker adaptation. In ou experiments we
have reached improvements of around 1% in
speaker adapation system compared with the
corresponding  independent  speaker  speed
reocognition system and just using a very small
fraction of speakers’ data.

1 INTRODUCTION

A speker dependent speed reaognition system (SD)
presents best performance because dl data available
comes from just one speeker, usually the system user.
However, it is necessary to uilize alarge anount of
data from this user, enough to provide a good
recognition performance. At this point, whenever the
vocabulary increases, the anourt of data for training
will increase, becoming very difficult to keg the
system’s performance The usual way to solve this
problem is to train an independent spesker
recognition system (SlI) using data from severa
spekers. Nevertheless the fina performance is not
very good compared with the dependent speeker
system.

The solution is the building of a speker adaptive
system [1], in which an independent spegker system
(9) is creaed. After that, using a speaker adaptation
technique, the speed recogniti on system dynamicaly
beoomes a speeker dependent system (SD).

An adaptation system (Figure 1) is not afully trained
spedker dependent system, but a system with most of

the knowledge taken from an Sl system and spedfic set of
information from the new user, extraded from the user's
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Figure 1 — Speaker adaptation system retainsgeneral and spedfic
knowledge of speech

The use of adaptive systems allows improvements in speech
recognition performance at low cost. The main goal isto get
abetter performance from asmall set of dataand save alot of
computation time.

2 SPEAKER ADAPTATION SYSTEM

A speaker adaptation system (SAS) will try to modify an S
system, previously trained as a speaker dependent system -
close to an ideal SD system, for a given new speaker and
using just asmall set of adaptation data[1].

The process whose adaptation data set is given a priori is
usualy called supervised adaptation. When the adaptation
data set is unknown a priori, the process is called
unsupervised adaptation. Furthermore, the adaptation process
can be executed directly on the input signal, usually called
spectral mapping adaptation [2], or on the HMM parameters
which we call model mapping adaptation[3].

Finally, the adaptation process can be defined as offline [2]
when it runs before the new user can utilize the SRS for the



first time', or online[2] when it runs together with the
new spedker for the first time.

21 Eigenvoices

The @genvoices technique [4] is based on an image
procesing technique [5], namely eigenfaces
technique, usually applied as an image compresson
method The main pdnt isto reducethe dimension o
data variables keguing the best data variation on those
remaining parameters/6], becaise most of these
parameters have ahigh correlation with ead other.

Westwoodin [7] says: “The @genvoices form a basis
of a subspace of the acoustic modd space and are
chosen to acourt for inter-spedker variability.”. For a
given set of parameters estimated from different SDs,
the Principal Comporent Analysis (PCA) will define
the linea diredions along which most of the data
variability lies. Such diredions are cdled principa
ComMponents or ei genvoices.

211 Eigenspaceestimation

The first step in using eigenvoices is to huild the
eigenspace[8]. In order to do so, it is necessry to
train T different SDs , using T different speakers’.
Each SD has its parameters annexed. In this work,
these parameters are the means of the Gausdan
output distributions of the HMM, but we can also use
the variances of the output distributions, transition
matrices or other parameters.

After that, these means from ead t of SD model are
copied in a vedor cdled supervedor with dimension
D where D is the total number of adaptation
parameters.

The next setp consists in the buildingof a very large
matrix M, using al T supervectors, with dmensions
(DXT) asfollow:

M=[p?® p®? p™] (D)
where p(t) is the supervector (Dx1) with al thet
speaker parametersand t=1,2,...T.

The eigenspace will be extracted from matrix M
through Principal Component Analysis (PCA) [6] as
we can see below:

E=[e e e,] =PCAM) (2

 In this case the speaker data set has been acquired before using
the system as part of a pre-processing step.
2 These T speakers are the base speakers of the system

Where E isthe eigenspace (eigenvoices space). Each line of
E matrix €, , is given by:

e =l & el .| 3)

wherej isthe state model and k =1,2,...,D..

2.1.2 Number of eigenvoices components

In a SRS, usually a number D of components is necessary in
order to reproduce the whole system variability. However,
amost the mmplete system variability isreduced in asmall
number of K components. In other words, the most of the
system’s information is locaed in a small set of K principal
components which can replace ad represent the whole set of
D comporents. Thus, the original data set, composed of T
observations of D componrents, will be reduced to aset of T
observations of K principal comporents [9]. The K shoud
have avaue smaler than T=rank(M), with K<T<<D, and
can be defined by many ways[9]. This work uses the percent
cumulative variation as ®en below:

K

d,
%VarCum, =100 Z @)

D

2
where dy isthe eégenvalue asciated to eigenvedor e.
This number istheration d ead eigenvalue (associated with
eat eigenvoice) to the sum of al D eigenvalues of E.

Usually K can be doose with the percent cumulative
variation value aound 80to 90%.

Thisnew eigenspace E is now given by:
E=[e, e, - el (5
where those last (D-K) eigenvoices will be ignored.

2.2  Eigenvoices coefficients

The aaptation parameters are given by:
p=Ev= kaek (6)
=1

where V, are the eigenvoices coefficients to be estimated

(8].



221 Maximum likelihood Eigen-

Decomposition

In order to estimate the @genvoices components is
necessary to maximize the likelihood d adaptation

data given the HMM model A [10], as =en from:

A =argmaxP(O | A) )

AOQ

where O is the observation set that is intended to be
represented by the adaptation model, and Q isthe set
of HMM. This maximizaion is given by the
maximum likelihood estimation deamposition
(MLED) [8], using the maximum likelihood
estimation algorithm (ML) [11] in order to cdculate
the Equation (6).

The ML agorithm transforms the function P(OJA) in
an auxiliary Baum function Q(A,A) maximizing this

functioninrelationt ): asfollows[10]:

Q(A,A) = ZP(O,q |A)logP(O,q | A) (8)

where g=(,...,0r) isthe state sequence and Q isthe
set of all possble state sequences. According to [12]
the development of expresson (8) will be:
z ytJ e(kJ)TE(j)_lot = z yt(l) Zviei(J)TZ(J)—lef(J)
t t B
€)

where:

0, isthe observation vector at agiventimet;

s theinverse mvariance matrix of statej;
t(') is datej occupation probability in timet given

the observation sequence O and HMM A,
3 METHODOLOGY

All tests in this work have been dme by using an
isolated speed recgnition system with a 20-word
vocabulary in English, from the well known TIMIT
speedr corpus [13]. Each word is a @ntinuows
distribution HMM with 6 states, and each state has
one output Gausdan distribution with 12 MFCCs®
and ore frame energy coefficient. The system’s
vocabulary isgivenin Table 1:

3 Mel Frequency Cepstral Coefficients

she Suit yea to rag
had greasy don't cary like
your Wash ask an that
dark Water me oily in

Table 1- system vocabulary

The SI  system was trained by 20 speakers (7 women, 13
men) achieving 84,33% corred reagnition rate in atest set
of 15 spedkers (6 women, 9 men).

31 Results
The first test was the dfed of eigenvoices subspace

dimension, changing the number of eigenvoices components
or, inother words, changing k(Figure2).
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Figure 2- Reaognition rate by varying eigenvoices number
Figure 3 shows the percent cumulative variation. We would

like to pant out that the most percent cumulative variationis
concentrated in the first three @égenvoices.
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Figure 3 — Eigenvoices cumulative variation



Some tests have been done dhanging the number of
spekers in the Sl system. Figure 4 shows that the
number of base speekers has no effed in improving
marginal system performance The margina
improvement provided by the aaptation isaround an
additional 10%.
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Figure 4 — System independent and system adapted recognition
ratefor different N® of base speaker of the SI model

Table 2 shows corred reaognition rate results, using
one word as adaptation cata.

Adaptation data K=3 {%) K=6 {%)
she (1) 88,33 8267
had (2] 28,67 24 57
o (3] 83,33 76,00
dark (4) 29,67 22,00
it (5] 24,00 21,00
in (8] am,67 82,33
ereasy (7] 22,00 25,00
rarash () 90,00 27.33
erater (9 28,67 BE.67
year (10) 22,00 21,67
domt (11) 27,33 25,00
ask (12) 27,33 29,00
me [13) 88,67 5667
to (14) 26,67 78,00
carry (15) an 67 22,67
an (1] 29,533 24,00

Table 2 — Eigenvoices adaptation results, having oneword as
adaptation data, for 1%, 3" and 6™ eigenvoices

The last test was caried out by changing the anount
of adaptation data, as shown in Figure 5. This figure
demonstrates that the anourt of adaptation cbta has
pradicaly no effed in recognition performance The
recognition rate performance using one word as
adaptation data was 90%, against 91% reacognition
rate using all words as the adaptation dita set. We can
conclude that this method is gedally indicated when

just avery small amount of adaptation detais available.
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Figure 5 — Speaker adaptation system recognition rate with an
increasing sizeadaptation data set, for fir st three eigenvoices component

4  CONCLUSIONS

It seams very clea that the dimension K of the @genvoices
plays a main role in the system’s behavior, not only due to
its influence in system performance but aso given the red
advantage in the use of a small fradion o training data to
perform speed reagnition. In this sense we would like to
point out that eigenspacedimensionK should bejust as gnall
as the amount of data available to perform spedker
adaptation. In the same way, if there is a large anount of
adaptation data, K must be properly dimensioned to fit the
sizeof the data set.

It is understandable that the anourt of information from the
spedker is extraded from the adaptation dita and there is a
strong relation between this information (in an acustic
sense) and the K dimensions necessary to represent such
information in the dgenspace Accordingly, the first K
eigenvoices are chosen from the HMM variability* and if we
try to use alarge K with reduced adaptation data, we would
make abad estimation abou these new eigenvoices (or in
other words these new dimensions) lealing to incorred
parameter estimations.

We would like to stress that using just 70% of the total
amourt of data the maximum performance was achieved. In
most of eigenvoices adaptation system [4] [7] [2] the anount
of training data cane from 100 base spedkers. In this work,
we have used just 20 base speekers reading maximum
performance

We dso would like to pdnt out that this technique is
spedally indicated for small vocabulary®, because alarge one

4 And these HMM will be trained fromthe available data.
5 There is no system using around 1000words reported in the literature until
now.



will demand a lot of training time®. For large
vocabulary SRS, the Maximum Likelihood Linea
Regresson technique (MLLR) is much more
indicated. As a future work we ae @nsidering the
use of the @genvoices technique with regresson
clases[15].

Also in the future, we plan to use the égenvoices in
SRS with awmustic units, like phonemes [16],
improving reaognition performance
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